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Much of evolutionary and economic theory is based on the idea that humans, 
animals, and even genes are inherently selfish and make decisions based on 
what is in their own best interest.  But we know that humans and animals make 
self-sacrificing choices regularly, not just for the benefit of their own progeny but 
also to help complete strangers, through charity for example.  This paper will 
provide an overview of public goods games (PGG) and how altruism, though 
harmful in the short term to the practitioners, tends to be beneficial overall .  It will 
also explore whether altruism is evolutionarily favored and what factors can lead 
to its dominance or failure compared to selfishness in these models. 
!
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Introduction 
 
 Modern theories in biology and economics depend on the self-interested 
behavior of the subjects involved.  This makes perfect sense, of course.  If, for 
example, one individual in a population helps another by sharing food, they have 
less food for themselves.  Their lack of nutrition would make them less capable of 
competing for other scarce resources, they would die, and their genetic 
propensity for altruism would not be passed on.  Or, if altruism were a strategy 
rather than an inherent trait, others would note the negative effect and be less 
inclined to share their own food.  Either way, it does not pay to be altruistic.  
Evolutionary theory grants some leeway for the protection of offspring and 
relatives in order to pass on genetic information, but there is no accounting for 
the random acts of selflessness present every day.  From extreme examples, like 
risking your own life to save a stranger, to the mundane, giving money to a 
homeless person on the street, our propensity to help others is an important part 
of what makes us human.  Why do we sacrifice ourselves to help others in the 
first place?  And if only the fittest and most selfish survive, how can altruism be 
so common? 
 Public goods games offer a way to explore effects and emergence of 
cooperation in populations.  Simulations indicate that altruistic players may be 
more successful in the long run than purely selfish players.  Under certain 
conditions altruists not only survive, but also thrive and can emerge as the 
dominant strategy in a large population.  This paper will investigate different 
methods that provide for the emergence of altruism in public goods games and 
examine their strengths and weaknesses. 
 
 
Public Goods Games 
  
 In public goods games (PGGs), participants can opt to contribute a given 
amount to a central pot or give nothing.  The pot is then multiplied by some 
amount and split between all participants.  Those that contribute are called 
cooperators and that do not are called detractors.  In these games, the pay out is 
the same for cooperators as it is for detractors, however the cooperators incur an 
added cost and so reap a smaller reward than detractors.  This is a classic case 
of the prisoner’s dilemma and best individual strategy is to detract.  However, if 
all players detract then none benefit, presenting a social dilemma. 

In evolutionary PGGs, players are assigned a strategy and a vertex on a 
graph, with each individual interacting only with those it is connected to.  The 
benefit received is b, the cost to cooperate is c, and number of players an 
individual is connected to is k.  The social dilemma depends on b>c.  If a 
cooperator is connected to i other cooperators their pay off is bi-ck.!!Alternatively, 
for a detractor connected to j cooperators will receive a pay out of bj.  After each 
round, some fraction of individuals will have the option to change their strategy.  
The probability of switching from strategy x to strategy y is generally given by 

(1) 

! 

W (x " y) = 1 + exp((Px # Py )/$[ ]#1
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where ! is a noise factor that allows occasional irrational choices.  Alternatively, 
some models have the new strategy adopted simply if Py > Px.  In either case, the 
individual is more likely to choose the strategy with the highest payoff. 

Taking k to be constant, it can be shown that cooperation survives if b/c>k 
assuming that the total number of players N>>k.  Consider that the payoff for a 
cooperator is 

! 

PC = bqCC (k "1) " ck  and the payoff for a detractor is 

! 

PD = bqCD (k "1)  
where 

! 

qCD  and 

! 

qCC  is the probability that a cooperator will be next to a detractor 
or another cooperator respectively.  By pair approximation1 

! 

(k "1)(qCC " qCD ) =1 
and we find that 

! 

PC " PD = b " ck , clearly indicating that cooperation is more likely 
when b/c>k.[1]  This bears out in the simulations shown in Figure 1 for different 
connectivities.  The top line gives examples of graphs.  The bottom two lines 
show the proportion of times cooperation won out over detraction compared to 
b/c.  Runs were performed at different average values of k and total number of 
players N.  The relation also shows that for highly connected or “well-mixed” 
graphs, detractors will necessarily beat out cooperators.  For this reason, we look 
to more locally connected graphs to examine cooperation emergence. 

 

 

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
"!Pair approximation is a mean field theory that tracks the frequency of strategy pairs.  It will not 
be covered in this paper, but results do appear in reproduced graphs.  Full explanation in [2] 

Figure 1 - Ohtsuki et al. [1] – Sample networks are shown at top.  Below the corresponding graph are 
runs with population size N plotting fixation probability of cooperation vs. b/c for various values of k 

indicated by the colors above. 
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Spatial Variation of Connections  
  
 A very simple graph to begin with is the square lattice with k = 4.  We will 
introduce a new quantity 

! 

r = b /c  that is the multiplication factor that amplifies the 
input of the cooperators.  Hauert and Szab! look at this graph using Monte Carlo 
starting from a random initial configuration.[2][4]  With each iteration, some 
randomly drawn players are selected to update.  Player x compares it’s strategy 
to a random neighbor y and accepts y’s strategy with the probability in Eq. (1).  
Their results, displayed in Figure 2, show that cooperators do survive for small 
values of r, but below a threshold rc a phase transition occurs and detractors 
dominate entirely.  Figure 3 shows that near rc cooperators are found in small 
clusters, islands in a sea of detractors.  In clusters, interior cooperators only 
interact with other cooperators and so gain more from the PPG than cooperators 
on the boundary playing against detractors and more than those detractors.  
They gain sufficiently more to stave off invasion until rc at which point the gains 
on the interior cannot offset the cost on the boundary and detractors creep in. 

!
Figure 2 -Hauert and Szab! [4] –Frequency of cooperators (squares) and detractors (diaomns) vs. r  

The line represents the frequency of defectors in pair approximation 

!
Figure 3 - Hauert and Sazab! [2] – Spatial configuration of cooperators (black) and detractors (white) 
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determined by a single, typical PGG involving the player and
its four nearest neighbors. This simplification accelerates the
simulations and makes the pair approximation more conve-
nient while causing minor modifications in the system’s dy-
namics.

The score P (x) depends on the five strategies. Namely, if
nc, nd, and nl (with nc + nd + nl = N = 5) denote the
number of participants choosing C, D and L, then

P (x) =















rnc
nc + nd

− 1 if s(x) = C,
rnc

nc + nd
if s(x) = D,

σ if s(x) = L,

(1)

where the cooperative investments are normalized to unity and
r specifies the multiplication factor on the public good. Note
that r > 1 must hold such that groups of cooperators are bet-
ter off than groups of defectors - hence to establish a social
dilemma. The loner payoff σ with 0 < σ < r − 1 denotes
a small but reliable source of income with a lower perfor-
mance than mutual cooperation but better than mutual defec-
tion. Solitary C or D players (nc + nd = 1) are assumed to
act as loners.

Players reassessing and updating their strategies are ran-
domly chosen (e.g. at site x) and compare their score to a
randomly chosen neighbor y. x adopts the strategy of y with
a probability [12]:

W [s(y) → s(x)] =
1

1 + exp[(P (x) − P (y) + τ)/K]
(2)

where τ > 0 denotes the cost of strategy change and K in-
troduces some noise to allow for irrational i.e. non-payoff-
maximizing choices. For K = 0 the neighboring strategy
s(y) is always adopted provided the payoff difference exceeds
the cost of strategy change, i.e. P (y) > P (x)+τ . For K > 0,
strategies performing worse are also adopted with a certain
probability e.g. due to imperfect information. K determines
the half-width of this probability distribution.

By means of Monte Carlo (MC) simulations complemented
by pair approximation, we determine the equilibrium frequen-
cies of the three strategies when varying r while keeping σ, K
and τ fixed. For the pair approximation we determine analyt-
ically the doublet density i.e. the probability of all configu-
rations of two neighboring sites [12]. Through moment clo-
sure i.e. by approximating higher order densities (e.g. triplets)
with doublet densities, a set of equations of motion is obtained
which is solved numerically.

Qualitatively the dynamics remains unaffected when
changing σ, K and τ within realistic limits. Henceforth we
thus concentrate on the general features of spatio-temporal
patterns and transitions. As we shall see, the cyclic domi-
nance of the strategies acts as a driving force for traveling
waves and leads to persistent and robust co-existence of all
three strategies over a wide parameter range. Similar results
have been found for an externally driven variant of the spa-
tially extended PD with three strategies [13] or if sites are al-
lowed to go empty [14]. The simulations are performed un-
der periodic boundary conditions on an M × M lattice with
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FIG. 1: Frequencies of cooperators C (open squares) and defectors D
(open diamonds) as a function of the multiplication rate r for σ = 1

and τ = K = 0.1. The solid line shows the frequency of defectors
in pair approximation. The arrow indicates rC where cooperators
vanish.

400 ≤ M ≤ 2000. In general, we choose a random initial
state and after suitable thermalization times we determine the
average frequency and fluctuation of the three strategies.

Let us first briefly consider the compulsory PGG, i.e. with
C andD only. The spatial extension may enable cooperators to
persist by forming clusters and thereby minimizing exploita-
tion by defectors. This is a well-known result from other co-
operation games [12, 15, 16]. For sufficiently high r > rC co-
operators survive with frequencies quickly increasing with r
because C is favored for an increasing number of local config-
urations. In contrast, below the threshold rC the system even-
tually reaches the homogeneous D state (see Fig. 1). Hence-
forth, the subscript α of rα refers to the vanishing strategy.

In the close vicinity of rC, the visualization of strategy dis-
tribution shows isolated colonies of C. These colonies move
randomly and can coalesce or divide. Consequently, this sys-
tem becomes equivalent to a branching and annihilating ran-
dom walk [17] which exhibits a transition belonging to the
directed percolation (DP) universality class [12, 18, 19, 20].
According to MC simulations for r → rC from above, the fre-
quency of C is proportional to (r − rC)β with rC = 4.526(1)
and β = 0.55(3) for σ = 1 and K = τ = 0.1. The
pair approximation predicts a significantly lower critical value
r(p)

C = 2.694. This difference refers to the enhanced role of
n-point (n > 2) correlations. The four-point approximation is
expected to yield more accurate results [13].

In the case of voluntary participation, the loners induce sig-
nificant changes most pronounced at low r. The resulting dy-
namics can be divided into three regimes (see Fig. 2): (a) For
r < rD = 1 + σ it is trivial that only loners survive since
they perform better than groups of cooperators. Note that soli-
tary C and D are eliminated by noise. (b) For rD < r < rL
the three strategies co-exist and produce fascinating spatio-
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 A bit more complex is a regular small world network (RSW), which has the 
same number of connections (k=4), but a certain fraction reach beyond the 
nearest neighbor of the simple lattice.  More complex still is the random regular 
graph (RGG), which again has the same number of connections, but here all the 
connections are randomly selected from the entire population, not just the 
nearest neighbors.  The two graphs have increasing the spatial variety of the 
connections.  Examples are shown in Figure 4 below. 
 

!
Figure 4 - Hauert and Szab! [2] – (a) regular lattice, (b) RSW, (c) Bethe lattice or tree, (d) RRG 

  
One might expect that for the heterogeneous graphs the proportion of 

cooperators would decrease, as their interactions are no longer confined to 
clusters of neighboring cooperators.  However, this is not the case.  Cooperators 
actually have better chances on the random regular graphs.[2]  The cooperators 
hold on for smaller benefit-to-cost ratios and the nature of their eventual 
extinction changes.  Figure 5 shows the sharp fall off of the lattice compared to 
the more linear decrease of RSW and RRG graphs.  It is also evident that our 
results are highly sensitive to topological features of the graph. 

 

!
Figure 5 - Hauert and Szab! - Frequency of cooperators vs. 1/r for the lattice (squares), RSW 

(circles), RRG (+), and predictions of pair approximation (line) 

quaintance networks in humans to the power grid in North
America and the physical and logical structure of the world
wide web.35,36
Small world networks can be easily generated by starting

with a square lattice and then randomly rewiring a certain
fraction Q of all connections by replacing local links with
global ones37 !see Fig. 4". In the following we restrict our
discussion to regular small world networks !RSW", that is, to
population structures where each individual keeps the same
number of connections. Keeping the connectivity constant
simplifies comparisons and highlights the differences due to
the different spatial arrangement. The parameter Q lets us
tune the structure of the network: for Q!0 we have a square
lattice and in the limit Q→1 we obtain a random regular

graph. For small Q typical regular small world networks are
generated, preserving many short loops of square lattices, but
substantially reducing the average minimal distance between
any two nodes, that is, the number of links along the shortest
path. The underlying population structure has significant ef-
fects on the performance of cooperators as shown in Fig. 5.
Surprisingly, it turns out that cooperators perform signifi-

cantly better on random regular graphs than on square lat-
tices. As expected, the performance of cooperators on regular
small world networks lies between these two extremes. Thus,
the substitution of long-range connections for local ones ac-
tually benefits cooperation. This increase in cooperation is in
contrast with the naive expectation that cooperators would
suffer from weakening local structures and clustering abili-
ties. On the contrary, random regular graphs lead to better
chances for cooperators as compared to regular lattices.
Another important but more subtle difference is the nature

of the extinction of cooperators. On the square lattice coop-
erators vanish according to a power law !see Fig. 3" with the
exponent #!0.57 (3), which is characteristic of all two-
dimensional (d!2) systems. However, for the directed per-
colation universality class, the value of # depends on the
spatial dimension d . Mean-field type transitions (#!1) oc-
cur for d$4 !for details see Refs. 24 and 25" as well as on
Bethe lattices and trees.39 In the limit of large populations
N→% , random regular graphs become locally similar to a
Bethe lattice. On small world networks, the spatial correla-
tions are essentially destroyed by the random long-range
connections. As a consequence, mean-field-type transitions
occur for both random regular graphs and small world net-
works, that is, cooperators vanish linearly with r .
In the absence of spatial structure, that is, in well mixed

populations !mean-field approximation", a discontinuous
transition occurs at rc!0 with full cooperation (&!1) for
r"0 and all out defection (&!0) for r#0. The more sophis-
ticated pair approximation provides an analytically acces-
sible way to determine the corrections from spatial structure
in quenched arrangements. Instead of the equilibrium fre-
quency of strategies, the pair approximation considers the
frequency of strategy pairs !see the Appendix". This im-
proved approach correctly predicts the trends, that is, the
persistence of cooperation for r#0 and suggests a linear
decrease of the frequency of cooperators. However, it is un-
able to adequately describe the formation of small clusters of
cooperators !see, for example, Fig. 2", and therefore it sig-
nificantly overestimates the extinction threshold with rc

pair

!0.290 (1) in contrast to rc"0.021 12 (2) obtained from
the simulations. In addition, the pair approximation is inca-
pable of distinguishing the different population structures be-
cause of their identical connectivity.
The remarkable differences in the results for different spa-

tial structures clearly indicate that cooperation is sensitive to
the topological features of the underlying population struc-
ture. The variation of the results can be further extended by
allowing variations in the numbers of neighbors of each in-
dividual, that is, on diluted lattices with vacant sites40,41 or
on social networks with different types of underlying
structures.42–44

Fig. 4. Different population structures where each player or node maintains
the same number of connections: !a" regular !square" lattice, !b" regular
small world network !RSW", !c" Bethe lattice or tree, and !d" random regu-
lar graph !RRG". Regular small world networks are generated from regular
lattices by randomly rewiring some fraction of connections constrained only
by the requirement that the connectivity must be preserved. If all connec-
tions are replaced, an RRG is obtained. In that sense, !a" and !d" represent
the two extremes of regular small world networks. In the limit N→% . RRG
becomes locally similar to a tree !c".38

Fig. 5. Fraction of cooperators & as a function of r for different population
structures: square lattice !!", random regular graph !$", and regular small
world networks !"" for Q!0.03, '!0.1, and N!1.6%105– 106. For in-
creasing r , the spatial correlations result in a critical transition on the square
lattice !see Fig. 3", whereas on random regular graph and small world net-
works the lack of correlations lead to a linear decrease in cooperation, that
is, a mean-field type transition. The data referring to homogeneous D states
!cooperators go extinct and defectors reach fixation" is omitted. The pair
approximation !solid line" correctly predicts the trend, but significantly over-
estimates the benefits of population structures !see the text and the Appendix
for details".
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Social Diversity  
 
 To this point, the graphs introduced have had a constant connectivity, k, 
between all vertices.  Santos et. al. have introduce heterogeneous graphs that 
include highly connected individuals alongside sparsely connected ones; closer 
to true human interactions in their diversity.[3][5]  Their graphs are scale-free, 
meaning the proportion of vertices with k connections P(k)~k-3.  In this case, the 
cost-benefit measure must be renormalized to reflect the varied degree of 
connectivity.  Santos et. al. use a renormalized enhancement factor 

! 

" = r(z +1)[ ]#1 
where z in the average connectivity of the graph.  Their results are shown in 
Figure 6.  Also shown is a drawing of the various PGGs at play for a particular 
individual and their cost to a cooperator in two different cases. 
 

!
Figure 6 - Santos et. al. [3] - Fraction of cooperators vs. " for scale-free (black line) and regular (grey 

line) graphs.  In all cases z=4.  (a) Fixed cost model.  (b) Shared cost model. 

Figure 6a shows the added benefit of social diversity to cooperation compared to 
the previously discussed regular graphs.  In this fixed cost method, cooperators 
begin to dominate the population at smaller enhancement values. 
 However, there is no reason that an individual must contribute the same 
amount to every game.  Figure 6b shows the results of cooperative contributions 
that depend on group size; the cost is c/(k+1).  Here there is a large improvement 
of cooperation compared to regular graphs and the fixed cost, scale-free graph.  
In this case, the payoff of an individual is not only determined by their designation 

Figure 1c shows how diversity is introduced, in which we enume-
rate the different PGGs in which the focal individual (large sphere)
engages. Each PGG is associated with a fixed neighbourhood defined
by the social graph; given the focal individual’s connectivity k5 4,
he/she participates in five PGGs; that centred in his/her neighbour-
hood a (group size of 5) plus those associated with the neighbour-
hoods centred on his/her neighbours: b (2), c (3), d (5) and e (4).
Hence graph heterogeneity leads individuals to engage in different
numbers of PGGswith different group sizes. Furthermore, there is no
reason for every C to contribute the same amount to each game in
which he/she participates (see below).

Figure 2a shows results for the evolution of cooperation corres-
ponding to the conventional situation in which every C pays a
fixed cost c in every game that he/she plays. We plot the fraction of
cooperators in the population that survive evolution as a function of
the renormalized PGG enhancement factor g5 r/(z1 1), where z is
the average connectivity of the population graph (see Methods). In
infinite, well-mixed populations, a sharp transition from defection to
cooperation takes place at g5 1. Comparison between the results
obtained on regular graphs (Fig. 1a) with those on strongly hetero-
geneous graphs (scale-free; Fig. 1b) reveal the sizable impact of
heterogeneity on the evolution of cooperation. For regular graphs
(in which, from the perspective of a population structure, every
individual is equivalent to any other) cooperators become predom-
inant (their fraction exceeds 50%) at g< 0.7: network recipro-
city18,23,24 leads to an enhancement of cooperation also under
PGGs4,8,15. This number decreases to g< 0.6 on scale-free graphs,
in which individual participation now reflects both a diversity in

the size of each individual’s PGGs and in the different number of
PGGs in which each individual participates.

The contribution of each C in Fig. 2a has been proportional to
k1 1, where k is the number of neighbours (vertex degree). This may
be unrealistic, because individuals have limited resources and social
rules often accommodate a more egalitarian overall contribution
from individuals25. In the extreme opposite limit, all Cs contribute
the same overall cost, equally shared between all games in which each
individual participates. In this limit, still another new type of diver-
sity is introduced—that of individual contributions to each game.
Real-world situations will naturally fall somewhere between these
limits, as individuals learn26 to cooperate (or defect) in better ways.
In general, however, one expects diversity of contributions from
individuals. Depending on the problem at stake, any contribution
may be necessary and even welcome, however small. Below we show
that, whenever all contributions are interpreted as acts of coopera-
tion, cooperation blooms.

Figure 2b shows the results including this additional diversity in
which Cs contribute c/(k1 1) for each game, k being their degree in
the social graph. This new model leads to an impressive boost of
cooperation. In all cases, cooperation now dominates for values of
g below 0.4.

What is the origin of such a boost of cooperation? Because each C
now contributes c/(k1 1) to each game, diversity resulting from
heterogeneous graphs determines a richer spectrum of individual
fitness. In a single PGG, the fitness difference between a C and a D
is no longer constant and proportional to c, as on homogeneous
graphs, but now depends on the social context of the individual. As
shown in detail in Supplementary Information, the highly connected
nodes (hubs) are those that turn most quickly into cooperation. This
is because, under this contribution model, the relative fitness of a
single cooperator increases with its connectivity, as illustrated in
Fig. 3 (derivation details are given in Supplementary Information).
Consequently, heterogeneity confers a natural advantage on hubs. In
practice, Cs survive extinction for values of g about 0.25. Because
z5 4, g5 0.25 implies that r5 1.25, much lower than the sizeN5 3
of the smallest group in the entire population. Note that, in those
games for which gk; r/(k1 1). 1 (the smaller groups), the social
dilemmamight become relaxed, because in this case it is better to play
C than D. As Fig. 2b shows, cooperation prevails despite gk, 1 in
every PGG played. In fact, the impact of diversity is preserved even
when the social dilemma is transformed such that defection is always
preferred, irrespective of g.

It still remains to explain how a D sitting on a large hub can be
taken over by a C. As shown in the Supplementary Information, Ds
are victims of their own success—successful Ds breed Ds in their
neighbourhood, inducing a negative feedback mechanism that
reduces their fitness27. Consequently, they become vulnerable to
nearby cooperators. Once invaded by a C, a hub will remain C, as
by placing Cs on nearby sites, successful Cs increase their fitness. The
role of Cs is therefore crucial and twofold: they efficiently disseminate
the cooperator strategy across social networks, whereas they get a
stronghold on hubs by minimizing the potential loss from exploita-
tion by free-riding Ds. It is noteworthy that the results shown in
Fig. 2b, in which selection is strong, are robust with respect to the
detailed evolutionary dynamics (pairwise comparison28, birth–
death18, death–birth18), to the updating strategy (synchronous,
asynchronous), and even to errors (mutations cannot destroy
C-dominance).

What about the defectors? They have a minor role as social
parasites when they survive on such graphs. Figure 2b shows that
some residual Ds continue to exploit Cs. In the Supplementary
Information we provide a detailed analysis showing how the evolu-
tionary dynamics inexorably leads cooperators to invade the hubs
quickly, whereas defectors are able to survive only on loosely con-
nected nodes, with low fitness and exploiting cooperators of low
fitness.
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Figure 2 | Evolution of cooperation in networked PGGs. Black lines and
filled circles show results for scale-free graphs; grey lines and open squares
show results for regular graphs. In all cases z5 4. a, Fixed cost per game. Cs
pay a cost c5 1 for each PGG in which they participate: diversity in number
of PGGs and size of each PGG associated with scale-free graphs merits a
significant enhancement of cooperation. b, Fixed cost per individual. Each C
contributes a total cost c equally shared between all k1 1 PGGs in which
he/she engages. This change of model leads to an impressive boost of
cooperation.

LETTERS NATURE |Vol 454 | 10 July 2008

214
 ©2008 Macmillan Publishers Limited. All rights reserved



 !

! '!

as a cooperator or detractor, but also by their connectivity.  Highly connected 
individuals are natural advantage over the sparsely connected and it happens 
that large hubs tend to be vulnerable to cooperator take over.  Consider a 
defector hub.  Its payoff or fitness will increase more dramatically than the less 
connected vertices around it.  Hence, its neighbors will begin to convert to 
detractors as well.  This produces negative feedback as it leaves the hub in a sea 
of detractors that contribute nothing to the game, decreasing the hub’s fitness 
and leaving it vulnerable.  Figure 7 illustrates this phenomenon for a simple, 2-
hub graph.  In this way, cooperation can dominate quite quickly. 
 

!
Figure 7 - Santos et. al. [3] - Detractor hub take over.  (a) The initial scenario, r is the value above 

which the hub's fitness exceeds all of its neighbors. (b) Evolution of the hub. 

 
 
Voluntary Participation  
 
 Another variation on the standard model allows players, known as loners, 
to opt out of participation.  Cooperators and detractors still engage in their games 
while loners sit out and receive a flat benefit ", where " must be smaller than the 
payoff of two cooperators, but larger than zero (the payoff of two detractors).  
The loners produce a Red Queen effect, in which all three types of players 
coexist in a dynamic equilibrium for certain values of r.[2][4][6][7]   
 The loner alternative provides a balance natural balance to the system.  
When there are many detractors in the population, it becomes more favorable to 
opt out and become a loner.  When detractors become scarce, cooperation is 
more favorable, because there are no free riders to split the benefits with.  And 
when cooperators begin to dominate, more detractors will pop up to take 
advantage and the cycle will repeat. 
 Figure 8 shows sample trajectories of the evolution of frequencies of 
cooperators, defectors, and loners in the PGG that bear this out.  Well-mixed 
populations, shown in Figure 8a, relax to an all loner state rather than the all 
detractor state seen earlier.  Figure 8b shows RRG trajectories that could 
potentially end on any of the three absorbing states, but tend to end in favor of 
the loners.  Figure 8c represents RSW networks and leads to an asymptotically 

In a more economical perspective, our results also portray differ-
ent evolutionary outcomes even in communities in which all indivi-
duals cooperate. Now we consider populations of 100% cooperators
and look at their ‘wealth’ (fitness) distribution according to different
underlyingmodels.We consider homogeneous (regular) and hetero-
geneous (scale-free) graphs. In Fig. 4 we plot the fraction of the
population that holds a given fraction of the total wealth.

The differences are striking. On regular graphs an egalitarian
wealth distribution is obtained, irrespective of the contribution
model. On scale-free graphs wealth distributions follow a power
law. However, for a fixed cost per individual, the population has
significantly fewer poor and more rich (note the logarithmic scale
in Fig. 4). Given that the emergence of cooperation is easiest in this
case, the results provide an impressive account of the role of diversity
and its implications in both the emergence of cooperation and the
resulting wealth distribution.

In this study any contribution has been identified with coopera-
tion. In communities under the influence of social norms, individual
contributions will be easily classified as acts of cooperation (or not).
In this context, our results suggest the possibility that successful
communities are those in which the act of giving is more important
than the amount given. This may be of particular relevance whenever
the survival of the community is at stake, in which case any help is

necessary14,25. Most probably, in such cases selection is strong, as
considered here.

METHODS SUMMARY
According to Fig. 1c, each individual and his/her k neighbours statically define a
group (of size k1 1). The fitness of individual i is associated with the accumu-
lated payoff resulting from all PGGs in which he/she participates. Strategy
evolution is implemented by using the finite population analogue of the repli-
cator dynamics: at each time step each individual will adopt the strategy of a
randomly chosen neighbour (if more fit) with a probability proportional to
the fitness difference16,29. Consequently, the results become independent of
the specific value used for the cost of cooperation c (we set c to 1). The results
shown were obtained for communities of 103 individuals starting with 50% of
cooperators randomly distributed on the population graph. The equilibrium
fraction of cooperators results from averaging over 2,000 generations after a
transient period of 105 generations. This procedure was repeated 100 times for
10 different realizations of each class of graph. Finally, the distributions depicted
in Fig. 4 were obtained by averaging the fitness distributions over 50 scale-free
graphs with average connectivity z5 4 and populations of 103 individuals, all
cooperators.

Full Methods and any associated references are available in the online version of
the paper at www.nature.com/nature.
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stable limit cycle, oscillating between the three strategies.  The regular lattice 
case is in Figure 8d and evolves toward a stationary state with all three strategies 
coexisting.  Figure 9 shows the change in the frequency with time between the 
three strategies in the oscillatory limit of RSW networks.  Notice the succession 
of dominant strategies is as described; large numbers of cooperators cause an 
increase in the number of detractors, more detractors paying cause more loners 
to opt out, and the lack of PGG players bring out the cooperators once again. 
 

!
Figure 8 - Hauert & Szab! - Evolution of frequencies of loners (L), defectors (D), and cooperators (C).  

(a)Well-mixed case.  (b)RRG case.  (c)RSW case.  (d)Lattice case. 

!
Figure 9 - Hauert & Szab! - Frequency of strategies changing in time on an RSW network.  

Cooperators (dotted line), detractors (solid line), and loners (dashed line) 

  
 The value of r also has a significant effect on the relative dominance of 
strategies.  In the simple lattice case, there are three distinct regimes.  For a 
significantly small value of r, the cost will be too high to allow cooperators.  
Therefore below a transition point, rD, loners will dominate as cooperators 
disappear since opting has a larger payoff than detracting and receiving nothing.  
At a significantly high benefit level, rL, cooperation will reign as in the compulsory 
case since defection will not pay off and " is smaller than joint the cooperative 
case.  For rC<r<rL, the three strategies coexist.  Figure 10 clearly shows these 



 !
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three regimes and compares the compulsory case (A) to the voluntary case (B).  
It also shows at in all cases the cooperative strategy provided the highest payoff.  
This is somewhat surprising because to start we determined the best paying 
option in the prisoner’s dilemma was to defect.  Figure 11 shows the spatial 
configuration in the rC<r<rL regime.  Notice the distinct regions strategy regions 
that appear to invade each other for dominance. 

 

!
Figure 10 - Hauert et. al. [6] – Average frequencies and payoff of each strategy plotted vs. r in the (A) 

compulsory case and the (B) voluntary case.  Cooperators (blue), Defectors (red), Loners (green), 
Average payoff (black) 

 

!
Figure 11 - Hauert & Szab! [2] - Snapshot of the spatial configuration of cooperators (black), 

defectors (white), and loners (grey) in a state of dynamic equilibrium 

payoffs. The oscillations persist if !, r, and N
are random variables. Another updating mech-
anism is the best-reply dynamics based on the
assumption that from time to time, individuals
switch to whatever is the best strategy, given the
current composition of the population. The best-
reply dynamics mechanism displays damped os-
cillations converging to a stable polymorphism.

So far, we have considered well-mixed
populations: Groups form randomly, and po-
tential “role models” are chosen randomly.
But the option to withdraw from the game
boosts cooperation also for other population
structures. For instance, we may assume that
individuals are bound to a rigid spatial lattice
and interact only with their nearest neighbors
(Fig. 2) (30). As in the related prisoner’s
dilemma game (31), cooperators tend to fare
better in the spatial than in the well-mixed
case. In the optional public goods game, this
is even more pronounced: Cooperators persist
for all values of r " ! # 1, whereas in the
compulsory game (i.e., without the loner’s
option), cooperation can persist only for con-
siderably larger values of r (Fig. 3) (32).
Thus, loners protect cooperation. The dynam-
ics displays traveling waves driven by the
rock-scissors-paper succession of coopera-
tors, defectors, and loners (29, 33).

In the public goods game, the drop-out op-
tion allows groups to form on a voluntary basis
and thus to relaunch cooperation again and

again. But each additional player brings a di-
minishing return and an increased threat of
exploitation. As in the land of the Red Queen,
“it takes all the running you can do, to keep in
the same place.” Individuals keep adjusting
their strategies but in the long run do no better
than if the public goods option had never exist-
ed. On the other hand, voluntary participation
avoids the deadlock of mutual defection that
threatens any public enterprise in larger groups.
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Conclusions 
 
 Public goods games present a social dilemma in that if all participants did 
what is individually most beneficial, no one benefit at all.  To examine the 
problem, we assigned individuals randomly to be selfish detractors or altruistic 
cooperators and ran simulations to see which emerged as the dominant or best 
choice.  It turned out that for large enough payoffs, the cooperators would 
outnumber the detractors despite the initial conclusion that rational selfishness 
was the safest bet.  We then layered that with non-local spatial connections and 
variation in vertex connectivity and found that heterogeneous graphs produced a 
stronger and stronger tendency toward cooperation.  And when participants were 
allowed voluntary participation, this allowed for dynamic equilibriums that cycled 
through the possible strategies and allowed cooperation to survive under 
conditions of lower r.   
 These models are necessarily simplistic and cannot account for emotions 
or similar human traits, but it is interesting that without changing the fundamental 
rules of the game, we were able to see surprisingly decisive results that show a 
dominance of cooperation.  Just rearranging connections between players and 
the choice or whether to play or sit out, significantly changed the results of the 
game. 
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