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Abstract

Electrostatics in aqueous media pervade biological systems. Inter-
actions within a collection of highly-charged macro-ions in an aqueous
environment are very complex and often exhibit counter-intuitive crit-
ical effects, whose manifestations govern the self-organization and ac-
tivity of living systems. This paper attempts to give a broad overview
of work done on the behaviour of long rod-like highly-charged biolog-
ical macromolecules as well as possible far-reaching applications.
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Figure 1: Self-assembled actin bundles in divalent salt solution [1].

1 introduction and background

This paper is not about scaling laws or critical exponents. Rather, I hope to
elucidate the importance of phase transitions in biological fluids. In fact, a
casual glance at biological systems probably does little to inspire thoughts on
critical phenomena. However, it has been suspected that phase separation
and transition influence the composition and fluidity of lipid bilayers, and
may play a role in the cell membrane during the formation and fusion of buds
and vesicles. Another example would be phase transitions in protein folding.
The focus of this paper is to understand the electrostatic interactions between
highly charged macro-ions in an aqueous solution – an unifying feature of
biological systems, and possibly find ways to tailor the critical behaviour for
medical applications.

A polyelectrolyte is an ionic polymer which, when dissolved in polar sol-
vents, dissociates into a highly-charged macro-ion and small mobile counter-
ions. With the electrostatic repulsion of the uncompensated charges along the
macro-ion, the chain is stretched out in a rod-like configuration. Indeed, most
important biolomolecules (nucleic acids and proteins) and bio-structures (cell
membrane and extra-cellular protein networks) are highly-charged objects in
aqueous environment. For example, DNA has an effective density of one neg-
ative charge every 0.17nm of its length, while F-actin has about one negative
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charge every 2.5nm. They need to be charged to avoid precipation and phase
separation at the high physiological concentrations in cells. Under physio-
logical pH conditions, the high charge gives rise to strong repulsions between
neighbouring macro-ions in a simple (monovalent) salt solution.

Interest in stiff polyelectrolyte systems is growing, because in such sys-
tems under certain conditions, we see net attractive interactions between
like-charged macro-ions, a counter-intuitive result that strongly affects the
system structure! Many experiments show that multivalent counterions can
mediate attraction between like-charged polyelectrolytes and induce conden-
sation into compact states/bundles, while the same polyelectrolytes repel one
another in solutions of monovalent salts.

The problem of aqueous electrostatics has been pursued since more than
seventy years ago, when Debye and Hückel published a theory of the thermo-
dynamics of strong electrolytes [3]. Mean field theories such as the Poisson-
Boltzmann formalism are often used, but such mean-field treatment inescapably
leads to repulsive forces [2], even after considering the screening effect of coun-
terions condensation on the rod-like polyelectrolytes [4]. An attractive in-
teraction capable of competing with the residual Coulombic repulsion of the
polyelectrolytic backbones (with compensated charge densities) is needed.
Nonetheless, in order to understand the origin of such attraction, we need to
start with the mean field Poisson-Boltzmann (PB) theory.

2 theory

Due to the changing landscape of theory in counterion condensation, a broad
survey of various corrected mean-field theories are discussed without going
deep into their derivations. In mean-field PB theory, the mean-field ap-
proximation together with Gauss’ law gives the Poisson-Boltzmann (PB)
equation [5]:

∇ · (ε(x)∇ϕ(x)) = −4πe
∑

i

c∞i zie
−zieϕ(x)/kBT , (1)

where zi is the valency for each charge i and the normalisation c∞i is the
concentration of charged species i far away from any ”fixed” charges and is
usually the bulk ion concentration before the introduction of the macro-ions.
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For a z : −z salt such as NaCl and assuming uniform ε, we end up with

∇2ϕ(x) =
−4πezc∞

ε

(
e−ezϕ(x)/kBT − eezϕ(x)/kBT

)
=

8πezc∞

ε
sinh(ezϕ(x)/kBT )

(2)

For large distances, the PB equation reduces to the well-known Debye-Hückel
(DH) equation [3]:

∇2ϕ(x) = κ2ϕ(x), (3)

where the inverse screening length

κ ≡
√

4πe2

εkBT

∑
i

z2
i c
∞
i ≡

√
4πlB

∑
i

z2
i c
∞
i , lB ≡

e2

εkBT
(Bjerrum length)

(4)
In PB theory, counterions have a two-fold effect [2]. Firstly, as mentioned
earlier, these counterions can condense onto the macro-ions and renormalise
the effective charge density. Secondly, they give rise to an exponentially
decaying potential at large distances, in contrast with the monotonic-inverse
relation with spacing for salt-free environments. Notice that the interaction
between identical macro-ion remains repulsive, albeit reduced. The structure
and dynamics of the condensed counterions surrounding the polyelectrolytes
must be controlling this interactions.

In the late 1960s, the Oosawa-Manning [6, 7, 8] theory of counterion
condensation was developed and postulates that the self-assembly of these
polyelectrolytes is primarily driven by electrostatic interactions and the en-
tropic gains derived upon release of bound counterions. The behaviour of
counterions is strongly influenced by dimensionality [9]. In d dimensions, a
D-dimensional macro-ion of size L‖ attracts a counterion at a perpendicular
distance L⊥, with a Coulomb energy that goes like Ec ∼ 1

L⊥
d−D−2 . On the

other hand, entropy of a particle confined in such a box can be obtained as
S ∼ ln(L‖

DL⊥
d−D). Minimizing the free energy F = Ec − TS with respect

to L⊥ and neglecting inter-counterion repulsions, we obtain the following
results:

For d < D+2, there is a stable finite distance at which counterions prefer
to stay from the macro-ion to minimize energy, or in simpler terms, condense.

For d > D + 2, the counterions prefer to be free to gain entropy.
For d = D + 2, a counterion condensation (1st-order) transition takes

place.
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Thus, for charged planes, the counterions are always condensed while for
an isolated spherical macro-ion, the counterions prefer to be free. The in-
teresting case with a phase transition is a system of 1-D macro-ions (with
polyvalent counterions), which describes the high aspect ratio, rod-like poly-
electrolytes.

Consider the approach of two rod-like polyelectrolytes. During this pro-
cess, the counterions may rearrange their positions and this correlated sep-
aration of charges can lead to an attraction. Several different mechanisms
may result in a correlated charge separation [4].

1. Thermal fluctuations can induce instantaneous charge separations, which
intercorrelate on the two objects, leading to an attraction akin to van
der Waals interaction. Manning [7] used a dimensionless quantity ξ (the
”Manning parameter”): ξ = lB

b
, where lB = e2

εkBT
is the Bjerrum length,

the distance at which Coulombic interaction is comparable to thermal
energy kBT , and b is the line density of the fixed charges along the
macro-ion. Hence, the Manning parameter can be identified as the ra-
tio of the characteristic monovalent electrostatic energy to the thermal
energy. Manning’s criterion postulates that counterion condensation
occurs when the distance between charges, b, is small enough that ξ
exceeds a critical value.

Oosawa [6] obtained an approximate expression for the force per unit
length f(R) between two parallel charged rods, in the limit of large
distances R (Z is the counterion valency):

f(R) u kBT

(
1

Z2lBR
− (Zξ)2

1 + (Zξ)2

1

R2
+ . . .

)
. (5)

The first term is the ξ-independent PB repulsion while the second term
describes the effect of correlated long-wavelength thermal fluctuations
to lowest order. Notice that crossover from repulsion to attraction as a
function of R takes place when R is less than the Bjerrum length lB – we
see the possibility for aggregation! These interactions are long-ranged.

2. At low temperatures, short-ranged electrostatic correlations between
the counterions of the two clouds (attracted by two macro-ions) may
form a self-ordered 2-D Wigner crystal, which leads to an attractive
interaction with a range set by the lattice spacing [10, 11]. The low
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temperature threshold depends strongly on the valence Z of the coun-
terions. It is possible that remnants of a Wigner crystal may survive
for multivalent counterions.

3. Specific binding of counterions to the polyelectrolytes can account for
attraction [12]. We focus mainly on non-specific interactions in this
paper.

4. The polyelectrolytes/macro-ions can be over-charged by the condensing
counterions, due to a gain in correlation energy rather than counterion
release. Consequently, when two such macro-ions are brought into close
proximity in a neutralising solution, the counterion clouds can be asym-
metric, leading, at any instance, to one overcharged and undercharged
macro-ion. This behaviour leads to a long range Coulombic attraction
between the two decorated macro-ions [13].

3 experiment and simulation

A universal phase behaviour is observed for all polyplexes with a critical
multivalent salt concentration required to induce the discontinuous phase
transition. For DNA literature, aggregation and condensation are different
but closely related: aggregation refers to the attraction of multiple chains
into a compact structure while condensation usually refers to the collapse
of a single long DNA strand. In both cases, a variety of tri- and tetrava-
lent counterions can induce aggregation and condensation of DNA, among
them the polyamines spermidine (3+) and spermine (4+) [14]. For F-actin,
divalent ions are sufficient to induce bundling at low salt concentrations [15].
Similar results are observed for other rod-like highly-charged systems like
bacteriophages [17].

A broad variety of experimental methods are used to study these mixed
polyelectrolyte-multivalent ion systems:
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In this work we focus on the onset of aggregation, and
specifically on its dependence on the DNA concentration.
We show that this dependence is simple for all the range of
DNA concentration. Furthermore, for cDNA smaller than the
monovalent salt concentration we show that this dependence
is linear: cz,aggr ¼ acDNA 1 b. The coefficient b is the
multivalent counterion concentration far away from the
DNA chains, whereas a accounts for the excess of multi-
valent ions around each chain. These quantities can be
extracted, e.g., from the four experimental curves of Fig. 2.

Several further conclusions are then drawn on the onset of
DNA aggregation and on the counterion distribution around
each double-stranded DNA.

THEORETICAL CONSIDERATIONS

Consider an aqueous solution containing monovalent (1:1)
salt, multivalent (z:1) salt, and DNA segments below their
threshold for aggregation. Throughout this article, the DNA
solution is assumed to be dilute enough such that the DNA
segments do not overlap. We also assume that these DNA
segments can be regarded as rigid rods. The concentrations
of added monovalent salt, multivalent salt, and DNA mono-
mers are denoted by cs, cz, and cDNA, respectively. These are
the solute concentrations per unit volume as controlled and
adjusted in experiments. We will assume that the monovalent
and multivalent salts have the same type of co-ion, so that
altogether there are three ion species in the solution:

1. A multivalent counterion contributed from the z:1
multivalent salt, of concentration cz.

2. A monovalent counterion contributed by monovalent salt
of concentration cs, and by counterions dissociated from
the DNA, of concentration cDNA: in total cDNA 1 cs.

3. Co-ions coming from both z:1 and 1:1 salts, of con-
centration cs 1 zcz.

Each DNA segment attracts a layer of oppositely charged
counterions referred to as the condensed counterions. As
long as the typical distance between segments is large com-
pared to the electrostatic screening length k"1, the elec-
trostatic potential decays exponentially to zero far away from
the DNA segments. In turn, the concentrations of the three
ion species decay to well-defined bulk values denoted by c‘1
for the monovalent ions and c‘z for those that are z-valent.
These concentrations should be distinguished from the
concentrations cs and cz introduced above, which are the
average concentrations of added salts regulated experimen-
tally.
The Debye screening length, k"1, characterizing the

exponential decay of the electrostatic potential, is determined
by the bulk concentrations of all three ionic species:

k2 ¼ 4plB c‘1 1 z2c‘z 1 c‘1 1 zc‘z
! "# $

; (1)

where the third term is the co-ion concentration. It is equal to
c‘11zc‘z due to charge neutrality far from the DNA where the
potential decays to zero. The above equation makes use of
the Bjerrum length, lB¼ e2/(ekBT ), equal to;7 Å in aqueous
solution at room temperature. kBT is the thermal energy, e
is the electron charge, and e ¼ 80 is the dielectric constant
of water. The Debye length as well as c‘z are shown
schematically in Fig. 3. Other quantities that will be defined
below are also indicated in this figure.
In dilute solutions different DNA segments do not over-

lap. Following previous works, we introduce a cell model,

FIGURE 1 Percent of solubilized DNA, as function of polyamine
concentration. Squares, spermine; circles, spermidine. Solid and dashed

lines are guides for the eye. DNA and NaCl concentrations are 3 mM and 25

mM, respectively. Below the aggregation threshold, caggr, and above the
redissolution threshold, credissol, all the DNA is dissolved. The data is

adapted from Pelta et al. (1996b).

FIGURE 2 Spermine concentration, cz,aggr, at the onset aggregation, as

a function of DNA monomer concentration cDNA. Data is shown for four

monovalent salt concentrations: 2 mM (#); 13 mM (D); 23 mM (=); and 88
mM (!). Solid line corresponds to the fixed ratio of cz,aggr/cDNA ¼ 0.20. The
data is adapted from Raspaud et al. (1998).

Onset of DNA Aggregation 2101

Biophysical Journal 85(4) 2100–2110
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Figure 2: Pelta et al. (1996) [14]

Pelta et al. [14] studied DNA precipation under varying polyamine con-
centrations by measuring the amount of left-over DNA remaining in the bulk
solution – the mixture was vortexed and the amount of DNA in the su-
pernatant was determined by two methods: measurement of absorbance at
260nm or the radioactivity of 32P-labeled DNA. As the multivalent ion con-
centration is raised above a certain threshold (caggr), DNA segments begin
to aggregate and precipate from the solution (See Figure 2). This thresh-
old for the first transition depends quite sensitively on various parameters,
including the total polyelectrolyte concentration and the monovalent salt
concentration. Further addition of multivalent ions eventually reverses the
aggregation at much higher concentration credissol. The redissolution thresh-
old is almost independent on the DNA concentration and is attributed to the
screening effect of the multivalent counterions. The phenomena of precipa-
tion and resolubilization are experimentally fully reversible [16].
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counterion interacts Coulombically not only with a sec-
ond particle but also with its counterparts in all periodic
boundary conditions cells [10]. To reach a sufficient level
of thermal equilibration, a large number of time steps was
required (up to 109 for large R). Apart from the Coulomb
interaction, we also included a 1!r12 repulsive interac-
tion between the counterions and the rod charges. The
resulting ion-rod potential has a minimum at a distance r0
from the rod center. We may consider "qrodqion!´r0# as
a measure of the specific ionic binding energy between a
counterion and a rod ion. We thus have two characteristic
length scales in the simulation: b"! lB!j# and r0. Note
that only b appears in the Oosawa theory, whereas we
shall argue that it is crucial to feature r0 as well.
In Fig. 1 we show the results of a BD simulation

near T ! 300 K with r0 ! 4.2 Å (corresponding to a
typical ionic bonding energy of order a few kBT ). The
mean force $F12% per repeat length b is plotted versus
R for three different values of qrod. $F12% is the total
force on each rod, due to the other rod and to all
mobile charges, averaged over counterion configurations
corresponding to a given separation distance R, rod charge
density qrod!b, and temperature T . As our condition
for thermal equilibration, we demanded that $F12%left-rod
should be constant and equal to $F12%right-rod within a
preset numerical accuracy.
We see from Fig. 1 that large attractive forces of

appreciable range indeed appear as we increase qrod (and
hence Zj). This demonstrates that even in our simple
“minimal” model, attractive electrostatic forces appear as
the counterion valency is increased. The range of values

FIG. 1. Mean force $F12% (per length b) between two par-
allel charged rods, with divalent counterions, as a function
of the rod separation distance R for temperature T & 300 K,
ionic radius r0 & 4.2 Å, system size Lz , and different values
of the rod charge qrod (per 1.7 Å). The effective Manning
parameter Zj ! jqrodjqion!´bkBT and system size are respec-
tively: Zj ! 2.1 and Lz ! 544 Å, with qrod ! 2e. The esti-
mated statistical uncertainty is always less than indicated by the
error bars.

of jqrodj over which we encounter attractions is shown
in Fig. 2. In contrast to what is expected from either
the Oosawa theory or the rule of thumb, the onset of
attraction is highly sensitive to r0, the equilibrium spacing
between a counterion and a rod. The Manning parameter
clearly is not the sole control parameter determining the
onset of electrostatic attraction. We then studied the
dependence of the maximum value of the attractive force,
j$Fmin%j (see Fig. 1), on temperature T . According to
Eq. (1), we should expect j$Fmin%j to increase linearly
with temperature. As shown in Fig. 3, j$Fmin%j is seen to
strongly decrease with increasing temperature, indicating
that the attractive forces encountered in our simulations
are not accounted for by the standard Oosawa theory.
The actual origin of the attraction is evident from an

examination of the structure of the condensed counterions
at lower temperatures: they from two interlocking struc-
tures, resembling Wigner crystals [11], arranged around
the two cylinders (see inset Fig. 3). The precise structure
of the Wigner crystals is sensitively dependent on R, r0,
and other parameters. In the low temperature limit, we al-
ways encounter electrostatic attraction, independent of the
valency of the counterions. This simply reflects a general
feature of the electrostatics of charged particles. Whether
this attraction survives up to room temperature does de-
pend on the counterion valency (and other physical pa-
rameters). With increasing temperature, the two Wigner
crystals lose long-range positional order, but short-range
order survives up to surprisingly high temperatures. It is

this residual positional order on the two rods, which is

correlated for small R, which gives rise to the attractive
force at finite temperatures.

To analytically describe attraction by short-range struc-
tural order [12], we considered the r0 ! 0 limit where
all the counterions are condensed on two parallel lines.
In that case, our model reduces to two (one-dimensional)

FIG. 2. Regimes of rod charge qrod (per 1.7 Å) and ionic
radius r0 where attraction (open circles) and repulsion (closed
circles) are found, again for divalent counterions.

2478

3.

Figure 3: Grøbech-Jensen et al. BD-simulations [10].

The long-range interactions and spatial inhomogeneity meant that finite-
temperature Coulomb systems of macro-ions in solution are difficult to model
with molecular dynamics and Monte Carlo methods. However, recent years
have seen several successful studies that match closely in terms of qualitative
features with experiments.

Grøbech-Jensen et al. [10] reported on their results of long-time Brownian-
dynamics simulations of electrostatic interactions between two rigid polyelec-
trolyte rods and a plot of the mean force between rods is reproduced (See
Figure 3). Notice that for high charge density polyelectrolytes, there is a
regime of attraction between two regimes of repulsion. The sharp slope at
the first cross-over hints at a sharp transition whereas the very gradual slope
at the rear implies a more gradual transition. The structure is evident in
actual experimental results (see Figure 5). However, it is still unclear which
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divalent salt, an attractive minimum is shown at !11 Å
spacing. As shown in our preceding publication (Lyubartsev

et al., 1998), the attractive force appears when the concen-

tration [MeX2] in the bulk is larger than 25 mM for the case

of the fd virus. Additional increases of the divalent salt give

more pronounced levels of attraction. For M13, the onset of

attraction starts at a significantly higher concentration of

!70 mM divalent cations.

Figure 5 shows a close comparison between the pressure

curves of fd and M13 with the divalent cation concentration

set at 50 mM with ionic diameter of 5 Å. For the more

highly charged fd viruses, the osmotic pressure becomes

negative when the distance between the hexagonally packed

filaments of higher charge is in the range of 11–16 Å. This

result suggests spontaneous formation of bundles. The pres-

sure curve remains positive for the less charged M13 under

the same ionic conditions, suggesting no lateral aggregation

at this condition.

To evaluate the effect of the hydrated counterion diame-

ter on lateral interaction between the highly charged fd

filaments, osmotic pressure was calculated from the simu-

lations with ion diameters of 4, 5, and 6 Å, respectively,

taking 35 mM as the concentration of divalent salt. A

monotonic reduction of the negative pressure region is seen

in Fig. 6 as the ionic radius is increased. At a diameter of 6

Å or above, the pressure curve remains positive through the

entire range of spacing, suggesting that no aggregation

occurs with counterions so large. Our simulations predict

that the onset of negative pressure is displaced from !25
mM divalent salt to !50 mM when increasing the divalent

ion diameter from 5 to 6 Å. A similar effect is observed for

M13, in which case the divalent ion concentration for onset

negative pressure is increased from !70 mM to 100 mM.

Solutions of biological polyelectrolytes often contain a

complex mixture of salts. Because monovalent salt is ex-

pected to interfere with the association of divalent counte-

rions with the polyelectrolyte, MC simulations were per-

formed for a fixed concentration of 100 mM Me2" of

diameter 5 Å with various concentrations of monovalent

salt. The set of four curves shown in Fig. 7 shows that

FIGURE 3 Intensity autocorrelation function of fd and M13 viruses. The

data were collected using a dynamic light-scattering setup. The complete

overlap between two autocorrelation profiles suggests that the thin fila-

ments of the two types of viruses have most likely identical length,

diameter, and persistence length.

          

 

FIGURE 4 Agarose gel electrophoresis of fd and M13 viruses. The ratio

of migration distance of the M13 viruses to the fd viruses is measured to

be 0.73. The viruses have identical size, and their mobility is found to be

proportional to their net surface charge as predicted by their molecular

composition.

FIGURE 5 The calculated osmotic pressure Posm, as a function of rod–

rod surface separation r, for an array of hexagonally packed fd or M13

viruses. The simulations were performed for 50 mM divalent salt (MeX2)

with diameter dMe # 5 Å. A fixed ion diameter of 4 Å was used for all

monovalent ions throughout the simulations.
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Calculated osmotic pressure as a function
of rod-rod surface separation r, for an array of 
hexagonally packed fd or M13 viruses.  The 
Monte Carlo simulations were performed for
50mM divalent salt (MeX2) with diameter dMe 
= 5 Å.  A fixed ion diameter of 4 Å was used
for all monovalent ions in the simulations.

Figure 4: Tang et al. (2002). The solvent water is treated as a dielectic
continuum in the qualitative Monte Carlo simulation [17].

results are in agreement with the theoretical predictions of

Fig. 7, which show that the attraction between fd viruses at

100-mM divalent metal ion concentration with effective

hydrated ion diameter of 5 Å is reduced upon increasing the

concentration of the monovalent salt. Similar results are

known for the phenomenon of DNA condensation both

theoretically (Manning, 1978) and experimentally (Li et al.,

1998). The competition effect of monovalent salt is remark-

able, especially in the case when the cationic species are

weak to induce bundle formation. Presence of 100 mM KCl

totally obliterated the bundle formation by Mg2!, Sr2!,

or Ba2!.

Bundles of fd and M13 were solubilized by an excess

concentration of divalent metal ions such as Ca2! (Fig. 15).

Similar results were reported for condensed DNA using the

trivalent cobalt hexamine and polyamines such as spermine

and spermidine (Pelta et al., 1996). The concentration range

of Ca2! for resolubilization is 300–430 mM for fd and

200–290 mM for M13. Bundles of the more highly charged

fd viruses require a higher concentration of CaCl2 to dis-

solve than the less-charged M13 viruses. The range of

resolubilization concentrations is nearly independent of the

monovalent salt in solution, as predicted by a recent ana-

lytical treatment (Nguyen et al., 2000c). The other alkali-

earth metal ions also led to resolubilization of fd as they

caused bundle formation when the monovalent salt concen-

trations were low (Table 1). For example, the resolubiliza-

tion concentration of Mg2! is about the same as that of

Ca2!. The resolubilization concentration of Sr2! is ranged

250–300 mM, which is lower than that for Mg2! and Ca2!.

Not only is the range of [Sr2!] within which fd bundles are

formed narrow, but also the scattering intensity does not

reach nearly as high as for the Mg2!- or Ca2!-induced

bundles. These results suggest that Sr2! is a weaker bun-

dling cation than Mg2! or Ca2!.

The analytical treatment by Shklovskii and co-workers

(Perel and Shklovskii, 1999; Nguyen et al. 2000c) can be

applied to the data shown in Fig. 15 to estimate the con-

centration of Ca2! at which the attractive interaction be-

tween the virus filaments in the bundles are strongest (N0)

and the interaction energy per virus surface charge (!). From
the fd curve without monovalent salt (Fig. 15 A), we take Nc

FIGURE 14 Light-scattering detection of fd bundle formation by Ca2!

with three KCl concentrations of 0, 50, and 100 mM. The shift of the onset

bundling condition is consistent with the theoretical prediction that mono-

valent salt competitively reduces the bundling efficiency of the divalent

counterions.

TABLE 1 Threshold concentrations (in mM) of six divalent-
metal ions for bundle formation of fd and M13

[KCl]

fd M13

0 50 100 0 50 100

[Mg2!] 65 90 – – — —

[Ca2!] 45 65 80 60 90 –

[Sr2!] 100 140 – – — —

[Ba2!] 80 100 – – — —

[Mn2!] 20 27.5 35 15 30 35

[Co2!] 10 12.5 17.5 6 13 15

–, No bundle formation up to 500 mM divalent salt added.

—, Not tested because no bundle formation is expected based on the trend.

 

  

FIGURE 15 Bundle formation and subsequent solubilization following

sequential additions of Ca2!. The experiments are shown for both (A) fd

and (B) M13, each with three concentrations of monovalent salt KCl.
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and (B) M13, each with three concentrations of monovalent salt KCl.
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Figure 5: Bundle formation and subsequent redissolution in excess Ca2+.
The experimental results are shown for both (A) fd and (B) M13, each with
3 concentrations of monovalent salt KCl. (Tang et al. [17])

of the counterion correlation theories portray the true picture.
Tang et al. (2002) also reported comparisons between Monte-Carlo simu-

lations and actual experiments on bundling/aggregation of either fd or M13
viruses in the presence of divalent metal ions [17]. The osmotic pressure
is calculated as a function of rod-rod separation for different divalent salt
concentrations (Figure 4) and mirrors the force profile obtained by Grøbech-
Jensen et al.. Bundling efficiency varies with different divalent alkali-earth
metal ions (Ca2+ > Mg2+ > Ba2+ > Sr2+). Also, bundling and redisso-
lution are observed for both fd and M13 viruses (See Figure 5 above), once
again highlighting the universality of this critical phenomena. The resolubi-
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in condensed DNA due to angular frustrations between
neighboring molecules [38,39].

Qualitatively, the amino acids, lysine and arginine,
show a high degree of ordering with multiple reflec-
tions. However, in the case of spermine and the synthetic
PEI samples, this long-range ordering is greatly reduced.
For these systems, the scattering profiles often display
only strong (100) and (101) reflections. This loss of long-
range ordering is probably due to the shortness of the
chain for spermine and charge mismatching in the syn-
thetic PEI polycations. Better ordering is observed for lin-
ear compared to branched PEI, suggesting that the topo-
logical structure, in addition to the chemical nature of the
polycation may play a role in determining the internal
packing of the polyplexes.

The stability of these particles was checked after six
months and no internal spacing rearrangements (<1%)
were observed for these samples. This is in contrast to
polyplexes formed at a lower salt concentration solution.
Upon mixing solutions of polycation and DNA in low salt,
small particles rapidly precipitate. These particles were
found to be kinetically trapped in non-equilibrium struc-
tures and showed significant internal structure rearrange-
ments over similar time scales with shifts of ∼5−10% of
the DNA interaxial spacings (data not shown). From this,
we conclude that equilibration in these precipitates, once
formed, occurs extremely slowly. The use of a high salt
sample preparation appears to circumvent these kinetic
barriers.

3.2 Salt induced melting transitions

To understand the phase behavior of these systems, poly-
plexes were investigated as a function of external mono-
valent salt concentration. The SAXS intensity profiles
for PL- and PA-DNA as a function of increasing NaCl
concentration are shown in Figures 3a and 3b, respec-
tively. Four distinct regimes are observed for all poly-
plexes. Initially, we see a shifting of the scattering peaks
to lower q. In this regime, the scattering profiles fit to a
hexagonal lattice, where the c lattice parameter is held
constant, but a increases with increasing salt indicating a
simple swelling behavior. At a critical salt concentration
that depends on the polycation, the onset of a coexis-
tence regime is observed. The coexistence regime occurs
over a relatively narrow range of salt concentrations and
is characterized by an overlapping of a sharp Bragg re-
flection and a new broad peak at lower q. In Figure 3,
coexistence is observed at 800 mM and 1.6 M NaCl for
PL-DNA and PA-DNA, respectively. With a further in-
crease in salt concentration, the sharp Bragg reflection is
lost completely and the scattering is characterized by a
single broad peak that both shifts to lower q and broad-
ens in q with increasing salt. Finally, a salt concentration
is reached where all scattering coherence is lost and no
reflections are evident in our q range. We note here that
all samples were reexamined and identical scattering was
observed even after 6 months.
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Fig. 3. Synchrotron SAXS intensity profiles for (a) PL-DNA
and (b) PA-DNA as a function of the external NaCl salt con-
centration. Data are shifted in intensity for clarity. At low salts,
a continuous swelling of the hexagonal lattice is observed. With
increasing salt, a salt-induced melting transition is observed
marked by a critical salt concentration, c∗s , where coexistence
of two states is observed. c∗s for PL-DNA and PA-DNA is ob-
served at 800 mM and 1.6 M NaCl, respectively. Above c∗s , in-
tensity profiles are characterized by a single broad peak which
continuously shifts to lower q and broadens in q with increasing
salt.

3.3 Definition of phases

For the following discussion, we shall define the observed
phases as follows. The hexagonal packing of DNA at low
salt will be referred to as the tight bundle phase. At a
critical salt concentration, c∗s, we observe the onset of a
coexistence regime. This coexistence regime marks a tran-
sition from a tight bundle phase to a loose bundle phase
as will be explained below. As we increase salt further, a
second critical salt concentration is found, c∗∗s , where all
scattering is lost. Due to visual opaqueness of the sam-
ple as well as the high local polymer concentration in the
capillary, we attribute this regime to a network phase. In
more dilute solutions or still higher salt concentrations,
a point would be reached where all electrostatic interac-
tions between the chains are screened. At this point, a
single phase-mixed isotropic solution would result which
we will refer to as the dilute phase.

3.4 Universal phase behavior

Figure 4 shows a summary of the phase behavior of
all 5 polyplexes studied where the d spacing (d = 2π/q100)
is plotted as a function of monovalent salt concentration.
Filled symbols indicate the tight bundle phase where open
symbols represent the loose bundle phase. Additionally,
the coexistence regime (shaded region) and c∗∗s (dash line)
are indicated. This phase behavior was universal for all

Synchroton SAXS intensity profiles for (a) poly-L-lysine(PL)-DNA mixture 
and (b) poly-L-arginine(PA)-DNA mixture as a function of the external 
monovalent NaCl salt concentration.  At low NaCl concentrations, the 
peaks for hexagonal lattice are observed.  With increasing salt concen-
tration, a salt-induced transition is observed where we see coexistence
of two states.  Further addition of salt flattens the intensity profile and 
indicates a dilute phase with no aggregation.

Figure 6: Synchroton SAXS, DeRouchey et al (2005).

lization phenomena was actually predicted by a recent analytical approach
by Perel and Shklovskii [18].

Very recently, DeRouchey, Netz and Rädler (2005) [19] investigated the
internal structure of DNA-polycation complexes by small-angle X-ray scat-
tering (SAXS). Instead of varying the polycation concentration, they started
with an excess (but fixed ratio) of polycations and instead varied the mono-
valent ion concentration. A salt-induced melting (dissolution) is observed
(See the changing profiles in Figure 6), indicating a change from the tight
bundle phase to coexistence and finally to a dilute dispersed phase.
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4 conclusions

There is still plenty room for discovery and analysis before theory and exper-
iment align quantitatively. Most simulations and theories only offer a correct
broad qualitative picture. Why is all these interesting? Such reversible elec-
trostatic self-assembly behaviour has important implications as charged poly-
meric systems become increasingly prevalent in industrial, biotechnological
and medical applications. Elucidating the behaviour of DNA condensation
allows us to understand how nature generates and uses condensates to store
and protect genetic information [20]. This could pave the way towards devel-
oping effective gene delivery methods, in which the DNA compaction can be
made fast, effective and easily reversible without damaging the DNA helix.

Experiments have shown that the critical behaviour can be controlled via
the nature of counterion, the pH(which affects the line-charge density of the
polyelectrolytes as well as the polycation) and the concentrations of monova-
lent ions as well as the multivalent counterions (polycations). Together with
these different variables to tailor the critical behaviour, the non-specificity of
the interactions involved during the phase transitions entails a universality
that allows the possibility of wide-ranging applications, ranging from mem-
brane and surface coating technologies (which may, for example, improve
water-purification) to the understanding of cystic fibrosis, a genetic disease
(the mucus is a mixture of DNA, F-actin and other polyelectrolytes and
salts).

I have avoided mentioning other exciting advances in the field as well.
Overcharging of polyelectrolytes has been observed experimentally via elec-
trophoresis [21]. The phase diagram for rod-like polyelectrolytes is actually
rather complex and may involve coexistence with lamellar phases [22]. There
is also evidence of a charged density wave along condensed F-actin [23]. Fu-
ture work should probably include precise scaling law studies carried out
around the critical points of the polyelectrolyte-polycation system to throw
light on the relevance of the various correlation-interaction hypotheses.
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